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a b s t r a c t

Molecular dynamics (MD) simulations were used to study viscoelastic behavior of model Lennard-Jones
(LJ) crystalline composites subject to an oscillatory shear deformation. The two crystals, namely a soft
and a stiff phase, individually show highly elastic behavior and very small loss modulus. On the other
hand, when the stiff phase is included within the soft matrix as a sphere, the composite exhibits sig-
nificant viscous damping and a large phase shift between stress and strain. In fact, the maximum loss
modulus in these model composites was found to be about 20 times greater than that given by the
theoretical Hashin-Shtrikman upper bound. We attribute this behavior to the fact that in composites
shear strain is highly inhomogeneous and mostly accommodated by the soft phase. This is corroborated
by mode-dependent Grüneisen parameter analysis showing that in the low frequency regime, Grüneisen
parameters, which measure degree of anharmonicity, are about twice greater for the composite than
each individual homogenous crystal. Interestingly, the frequency at which the damping is greatest scales
with the microstructural length scale of the composite, a feature we also observe for superlattice
structures.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Versatility in tuning viscoelastic properties from a purely
viscous to a purely elastic behavior has enabled a wide range of
engineering applications such as artificial tissues [1], functional
foams [2], optoelectronics [3] among a slew of structural and me-
chanical applications [4]. Viscoelasticity can be exploited to syn-
thesize materials with exceptional damping properties. Notably,
polymer composites have been designed for damping and noise
reduction in automobiles and airplanes [5], conferring structural
stability during wind and earthquake induced vibrations [6], and
mechanical damping in a number of applications [7e11]. There
exists a large body of work on experimental characterization of
damping and its dependence on various variables like temperature,
microstructure and shear deformation frequency for polymer and
fiber composites [10,12e15].

Recently, viscoelasticity in crystalline materials such as metals
and alloys has garnered a lot of attention. The main promise of
these materials is to maintain high stiffness (high elastic modulus)
ganathan), keblip@rpi.edu
while providing significant damping, i.e., relatively high loss
modulus. For example, Ma et al. [16] studied the composition
dependence of aluminum in AlCoCrFeNi high entropy alloys and
showed that increasing aluminum content significantly increased
damping. Schaller [11] studied the loss behavior in MgeSi metal
matrix composites and observed large viscous damping arising
from successive pinning and unpinning of dislocations during cyclic
shear loading. Muthusamy et al. [17] reported exceptional damping
properties in cement-matrix graphite network composite with the
loss factor approaching 0.8. Srikanth et al. [18] showed that by
progressively adding more and more copper to a magnesium alloy,
the damping capacity could be enhanced by about 100%.

Ferroelectrics are another class of materials that demonstrate
high loss moduli arising from switching of domains in the presence
of oscillating electric fields [19]. It has also been shown that pres-
ence of a negative stiffness phase (those that are pre-constrained by
residual forces) in composites can give rise to very high damping
[20e22] with a loss factor on the order of 1e4. However, these
materials require a positive stiffness phase to maintain mechanical
integrity.

A large body of theoretical work in predicting bounds for elastic
and shear moduli for materials has been performed over the years.
These are either based on the well-known variational theory
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propounded by Hashin and Shtrikman [23,24]; continuum based
methods [25e27] or multiscale modeling [28]. Also popular are
techniques that couple homogenization theory to obtain bounds
for material properties and a structural optimization algorithm to
model microstructures with tunable properties [29]. While these
methods are valuable predictive tools for estimating composite
viscoelastic properties, a deeper understanding of the underlying
mechanisms is possible only using molecular level simulations.
Molecular Dynamics (MD) lends itself as a powerful tool for un-
derstanding and predicting viscoelastic properties of a wide variety
of materials including polymer melts [30], crosslinked rubber
composites [31].

In the current work, we use non-equilibrium Molecular Dy-
namics shear simulations to study viscoelasticity of model crys-
talline composites with various microstructures as a function of
shear rate. We limit ourselves to deformations where there are no
defects such as dislocations formed, thus, the damping is obtained
purely due to the anharmonic coupling between vibrational modes.

2. Simulation methodology

The simulation methodology involves application of an oscilla-
tory shear deformation at a range of frequencies (shear rates) to
crystalline composite microstructures. We evaluate the loss and
storage moduli directly from the time dependent stress-strain data.

2.1. Model composite structures

Our model composites are comprised of a “stiff” spherical in-
clusions inside a “soft” matrix. Both phases are crystalline, in a face
centered cubic (FCC) lattice, and are modeled by the standard 12-6
Lennard Jones potential:

E ¼ 4ε
��s

r

�12
�

�s
r

�6�
(1)

where ε and s for the soft phase are equal to 0.01 eV and 3.405 Å,
respectively. These values correspond to those of FCC crystal of
argon [32]. The ε for the stiff phase is increased by four times that of
the soft phase. The s values are the same for both soft and stiff
crystals rendering the interface between them epitaxial and
resulting in very low residual stresses. A common cutoff of 10 Å is
used for truncating the potential interaction. Atomistic snapshots of
a homogeneous soft phase, a composite with a stiff inclusion of
volume fraction (f) of 0.4, and a homogeneous stiff phase are
shown in Fig. 1 (panels (a), (b) and (c), respectively). All three cases
comprised of 25 unit cells in a FCC lattice in each dimension (62500
atoms in total) with a cubic simulation cell size of ~133 Å.

2.2. Application of non-equilibrium oscillatory shear

Viscoelastic properties are studied using non-equilibrium
oscillatory shear deformation simulations. We apply a homoge-
neous, sinusoidal shear strain, gxy, with a shear frequency (f) to the
cubic simulation cell as described in Eq. (2):

gxy ¼ go sinð2pftÞ (2)

where gxy refers to strain applied within the xz-plane along the
xeaxis in a right-handed coordinate system, go is the maximum
shear strain imposed on the system. Using the molecular-level
virial formula [33], we then calculate the resulting shear stress,
txy. Note that during this shear deformation, the simulation box
volume remains constant while the shape of the simulation cell
changes due to the applied shear strain.
One expects txy to follow the same sinusoidal profile as gxy and
this is indeed seen to be the case in all our simulations. Therefore,
the shear stress can be described by a sinusoidal function having a
phase shift angle (d) as described in Eq. (3):

txy ¼ to sinð2pft þ dÞ (3)

The phase angle (d) is a measure of the viscoelasticity of the
material. Purely elastic materials have d ¼ 0� and purely viscous
materials have d ¼ 90�. In the current simulations, we accumulate
txy over multiple shear cycles to calculate the shear modulus (G),
which is defined as the ratio of the maximum shear stress (txy; max)
and the maximum shear strain (gxy; max). The shear modulus is a
complex quantity that is usually expressed as the complex sum of
the storage (G

0 ¼ G cosðdÞ) and loss (G
00 ¼ G sinðdÞ) moduli.

G ¼ txy;max

gxy;max
¼ G cosðdÞ þ iG sinðdÞ (4)

Estimation of viscoelasticity from averaged stress-strain curves
during oscillatory shear deformation is depicted in Fig. 1. The
oscillatory shear strain (gxy) imposed on the system is shown in
blue and the resulting shear stress (txy) is shown in green. The
stress-strain data are averaged over 40 shear cycles and the time
period of oscillations is 5 ps (f ¼ 0.2 ps�1). Panels (a), (b) and (c) in
Fig. 1 correspond to results obtained from homogeneous soft,
composite with f ~ 0.4 and, homogeneous stiff phase, respectively.
The phase angle (d) between stress and strain and the magnitude of
shear modulus are also shown for all three cases. We observe that
for homogeneous phases (both soft and stiff), d is close to zero,
resulting in a negligible loss modulus. On the other hand, the
composite microstructure shows a large d (~22�) leading to signif-
icant loss modulus.

For all shear simulations, we first equilibrate the system at 40 K
and zero pressure using a Nose-Hoover thermostat [34,35] for
400 ps. The damping time constants for the thermostat and baro-
stat are 100 fs and 200 fs, respectively. This is followed by further
equilibration at constant volume and constant temperature (NVT)
ensemble for 400 ps. The equilibrated structures are then subjected
to the oscillatory shear simulations at constant volume and con-
stant energy (NVE) ensemble to characterize viscoelasticity. The
thermostat is removed during shear in order not to artificially
remove heat dissipated during shearing. Additionally, this allows us
to monitor the rise in the system temperature (and energy) during
shear, and thus, we ensure that the shear cycles are terminatedwell
below the melting point of the soft phase (84 K) [36]. We note that
the crystallinity of the composite is maintained during both
equilibration and cyclic shear deformation stages, which were
confirmed by negligible variation in the pair distribution function
between the relaxed and strained structures and the coordination
of all atoms, which was found to be equal to 12 (FCC). For all sim-
ulations, the stress profiles were averaged over 3 to 5 cycles,
ensuring that the system temperature does not exceed ~45 K. The
simulation box size (L) ranged from 7 unit cells (~37 Å) to 25 unit
cells (~133 Å) and the maximum shear strain imposed was within
1.5%. All simulations were performed with the LAMMPS simulation
package [37] with a timestep of 2 fs. Periodic boundary conditions
were applied along all three axes.

3. Results and discussion

In this section, we describe the characteristics of viscoelastic
behavior of composites under oscillatory shear. Section 3.1 eluci-
dates the primary explanation of high viscous losses in these ma-
terials by means of vibrational property characteristics of the
composite. The effects of microstructure, composition of the phases



Fig. 1. Estimation of viscoelasticity from averaged stress-strain curves during oscillatory shear deformation. Shear strain (gxy) is the input and shear stress (txy) is the output. Panels
(a) and (c) are for homogeneous soft and stiff phases respectively that exhibit negligible phase difference. Panel (b) is for a composite with the volume fraction of stiff phase 4 ~ 0.4
exhibiting significant phase shift and thus, a large loss modulus. Side views in panel (a) show the zero-strain and maximum strain configurations during the shear cycle.
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and shear frequency on viscous damping are presented in Section
3.2. Finally, we extend our analysis to superlattice structures
composed of soft and stiff phases (Section 3.3).
3.1. Vibrational analysis

The viscoelastic properties of a material are likely to be dictated
by its vibrational properties in our simulations, as no defect for-
mation or bond breaking are observed. During the oscillatory shear
deformation, the energy dissipation occurs via the anharmonic
coupling between the various phonon modes. The degree of
anharmonic coupling between the phonon modes determines the
extent of viscoelastic loss in such material. A direct measure of this
is the mode-dependent Grüneisen parameter, g [38], defined by Eq.
(5). g relates the shift in individual phonon frequencies (ui) to
infinitesimal changes in system volume, V.

gi ¼ �V
ui

vui

vV
(5)
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where gi is the Grüneisen parameter of the ith phonon mode. A
larger g implies greater energy dissipation (loss) due to larger
anharmonic coupling.

We calculate g for all the system frequencies using Eq. (5) upon
deforming the simulation cell isotropically, during which the vol-
ume is changed by 1% about the equilibrium volume. For each
volume, the phonon frequencies and were calculated by the diag-
onalization of a dynamical matrix [39] using the Xenoview soft-
ware package [40].

Shown in Fig. 2 is the variation of gi for various composites
ranging from f¼ 0 (fully soft) to f¼ 1 (fully stiff) for L¼ 7 unit cells.
The homogeneous soft phase (f ¼ 0) shows a maximum g of about
8 at the low frequency end (~0.2 THz). The pure stiff phase (f ¼ 1),
has a maximum g of about 5. The two intermediate volume frac-
tions (f ¼ 0.27 and f ¼ 0.47) exhibit much larger g (for example, at
f ¼ 0.47, ~2 and ~3 times larger than homogeneous soft and stiff
phases, respectively), which is due to a large strain concentration in
narrow regions of the soft phase. In fact, the soft phase is seen to
experience a much larger shear strain (2e10 times greater)
compared to the stiff phase and it increases monotonically with
radial distance with the least strain present at the epitaxial inter-
face (refer to Section S1 and Figure S1 in supplementary informa-
tion for a detailed analysis on local strain distribution analysis).
Confinement of a softer phase in a composite can thus potentially
result in significant viscous damping via large local deformation.
3.2. Role of composite microstructure and shear frequency on
damping

Viscous damping in materials is a complex phenomenon that
depends on various factors. Among the most important are the
structure of the material (i.e., the microstructure of crystalline
composites) and the shear frequency. In this section, we study the
effect of two important contributors to viscoelastic damping in
composites, namely, the composite microstructure and shear fre-
quency. The microstructural effect is studied in two ways. First, we
fix the overall simulation cell size and vary the volume fraction of
the stiff inclusion (denoted as “volume-fraction-sweep”). We then
study the effect of shear frequency (denoted as “frequency-sweep”)
for various microstructural features. Here, the second kind of
microstructural effect is realized by keeping the volume fraction of
the spherical inclusion fixed while varying the overall simulation
cell size. Coupled with this are possible size effects that are also
addressed.
Fig. 2. Variation of mode-dependent Grüneisen parameters for various composites,
ranging from 4 ¼ 0 (fully soft) to 4 ¼ 1 (fully stiff) for a system size of L ¼ 7 unit cells.
At the nanoscale, microstructure is expected to play a huge role
in damping due to a large interfacial effect. To understand the effect
of microstructure on damping properties of crystalline composites,
various simulations were performed where the volume fraction of
the stiff phase (f) is varied from 0 to 1 (“volume-fraction-sweep”)
while keeping the shear rate constant. It is also well known that
viscous damping in materials is strongly affected by the shear rate
[41]. At high shear rates, materials cannot respond to high rate of
deformation, and consequently, behaves like a glass with a high
storage modulus and low viscous loss. In the low frequency regime,
there is sufficient time for material to respond to shear deforma-
tion, which leads to elastic-like behavior and low viscous losses.

3.2.1. The effect of inclusion volume fraction
We study a range of microstructures by varying the volume

fraction (f) of the stiff inclusion. Shown in Fig. 3 are the results for
volume-fraction-sweep simulations for a fixed simulation box size of
L ¼ 7 and at a constant shear frequency of 0.33 THz. Two possible
arrangements of component phases were considered: (a) the in-
clusion being the stiff phase (shown by red circles) and (b) the
inclusion being the soft phase (shown by green triangles). We
observe that the loss modulus is close to zero for homogeneous
compositions (f¼ 0 and f¼ 1). At intermediate fractions of the stiff
phase (0.2 < fstiff < 0.6), there is significant viscoelastic damping
and the maximum loss modulus of ~1500 MPa is approximately 25
times larger than that of the homogeneous soft phase. The loss
modulus profiles of the two cases (soft versus stiff inclusion) are
somewhat different e the stiff inclusion case shows slightly
enhanced damping. We suppose that this is due to the soft matrix
experiencing the majority of the deformation and not transferring
much of the deformation to the stiff inclusion. We note that the
observed enhancements in loss moduli for composites are about 20
times greater than the analytical upper bounds predicted by the
Hashin-Shtrikman variational theory [24]. This theory assumes
homogeneous deformation of component phases in a composite,
and as a consequence, predicts the composite moduli bound by the
inherent moduli of the component phases. In our model compos-
ites however, the selective deformation of the soft phase alongwith
large Grüneisen parameters (as discussed in Section 3.1) is
responsible for this enhanced damping. Details about this com-
parison with the Hashin-Shtrikman theory is presented in sup-
plementary information and is depicted in Figure S2).

The stiffness of the inclusion phase should have a significant
effect on damping; the bigger the contrast between the phases, the
Fig. 3. Volume-fraction-sweep simulations showing variation of loss modulus as a
function of volume fraction of the spherical inclusion. The two sets of data represent
the arrangement of the phases (the inclusion being either soft or stiff). The shear
frequency is fixed at 0.33 THz.



Fig. 4. Variation of loss modulus with stiffness of the stiff phase. The relative stiffness
is represented as the ratio of εstiff to εsoft.
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greater is the strain accommodated by the softer phase (the ma-
trix). This is clearly seen in our simulations and is depicted in Fig. 4
for a composite with f ¼ 0.5 and L ¼ 7 at a shear frequency of
0.4 THz, which corresponds to the frequency of maximum loss
modulus for this system. The relative stiffness (εrel) is represented
as the ratio of εstiff to εsoft. For a relative stiffness of one (homoge-
neous soft phase), we recover the negligible damping behavior of
the homogeneous soft phase noted earlier in Fig. 3. Loss modulus
increases almost linearly with relative stiffness in the εrel range of
2e4 and begins to saturate for εrel > 5.
3.2.2. The effects of microstructure and simulation cell size
In this section, we first consider the possible size effect from the

choice of simulation cell size on damping. Frequency-sweep simu-
lations were performed for a composite with f ¼ 0.5 for three
Fig. 5. Frequency-sweep simulations for composite with volume fraction of stiff phase, 4 ~0
replicated twice (L ¼ 14 unit cells) and thrice (L ¼ 21 unit cells) along x, y and z axes (g
interpretation of the references to colour in this figure legend, the reader is referred to the
different structures. The first structure comprises of a single
spherical inclusion with L ¼ 7 unit cells. The other two structures
are obtained by replicating the base structure (L¼ 7) two and three
times in each axis to yield structures with L ¼ 14 and L ¼ 21 unit
cells. These structures have eight and twenty-seven times the
volume (and also number of inclusions) of the base structure
respectively. Thus, here we merely study the effect of simulation
cell size on damping, while preserving the same microstructure in
all three structures. Shown in Fig. 5 are the results of the frequency-
sweep simulations for the three microstructures, with the
maximum shear strain fixed at 1.5% for all cases. As seen from the
figure, at either end of the shear frequency spectrum (low fre-
quency end at f ~ 0.01 THz and the high frequency end at f ~ 2 THz),
the loss modulus is negligibly small. At intermediate frequencies
(0.3 < f < 1.5 THz), a large loss modulus results. This is because, at
low frequencies, the system has ample time for the shear stress to
respond to the strain. On the other hand, at high frequencies, the
system is forced to follow the extremely fast deformation, akin to a
glassy behavior. For either case, the phase angle is close to zero. At
intermediate shear frequencies that correspond to high Grüneisen
parameters (refer to Fig. 2), we observe significant damping, with
the peak modulus value typically two orders of magnitude greater
than that observed at the lowest frequency (0.01 THz). Thus,
damping is greatly enhanced for composites near shear frequencies
that correspond to the vibrational frequencies of the composite.
Since we observe almost identical results for all three cases (which
have identical microstructures), we conclude that there are no ar-
tifacts from the choice of the simulation cell size used in this work.

Next, we explore the microstructural size effect by varying the
simulation cell size while keeping the volume fraction of the stiff
phase (f) is fixed. Shown in Fig. 6 (a) are the results of the fre-
quency-sweep simulations depicting the variation of loss modulus
with frequency for various system sizes containing L ¼ 7, 10, 14, 20
and 25 unit cells in each direction at f ¼ 0.48. The maximum shear
strain is fixed at 1.5% for all cases. The homogeneous phases (soft,
.5 for the base composite of size L ¼ 7 unit cells (red circles) and the base structure
reen triangles). The atomic snapshots for these structures are shown as insets. (For
web version of this article.)



Fig. 6. (a) Frequency-sweep simulations depicting variation of loss modulus with frequency for various system sizes from L ¼ 7 unit cells to L ¼ 25 unit cells, with the volume fraction
of stiff phase, 4 ~ 0.48. The homogeneous phases (4 ¼ 0 and 4 ¼ 1) which exhibit negligible loss moduli are also shown for comparison. (b) Variation of peak loss frequency with
inverse of simulation cell length as outlined in panel (a).
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f ¼ 0; and stiff, f ¼ 1), which exhibit negligible loss moduli at all
frequencies, are also shown for comparison. As seen from the
figure, increasing system size results in the maximum G

00
versus

frequency curve to shift to lower frequency. Interestingly, the peak
loss frequency, when plotted against the inverse of simulation cell
length gives rise to a straight line with a positive slope of about
1475 m/s as shown in Fig. 6 (b). This value should be related to the
speed of sound wave (c

0
) due to propagation of shear waves in the

composite. The speed of sound due to shear in the composite with
f¼ 0.48 was also computed fromMD determined elastic properties
using the relation c ¼ ffiffiffiffiffiffiffiffi

G=r
p

[42] was found to be 1270.1 m/s. The
similar values of the speed of sound and the slope calculated from
maximum damping frequency versus inverse size suggests that the
maximum damping corresponds approximately to the frequency of
the largest wavelength sound wave representing microstructure
periodicity.
3.3. Viscoelasticity in crystalline superlattice structures

Superlattice or laminated structures, where usually two dis-
similar materials with different mechanical properties are sand-
wiched together, lead to many interesting properties [43]. Skirlo
et al. [44] studied viscoelasticity in model CueNb superlattice
structures with stepped interfaces and found that the interfacial
shear modulus increases monotonically with the step density. With
this motivation, we also explore damping in superlattice with
layers of the two components (soft and stiff) having the same
thickness (f¼ 0.5). Akin to our analysis with regards to the size and
shear frequency effects on damping in spherical inclusion
Fig. 7. (a) Frequency-sweep simulations for superlattice structures composed of soft and stiff
frequencies (the high and low-frequency peaks) as obtained in panel (a), with inverse of su
composites, we observe that superlattice structures exhibit a
similar damping behavior. Fig. 7 (a) shows the frequency-sweep
simulations for superlattice structures with varying sizes, plotted as
a function of superlattice period. The sizes are such that the period
of the superlattice feature (width of one layer of soft and stiff phase)
is varied from L ¼ 4 unit cells (10.8 Å) to L¼ 24 unit cells (64.5 Å). A
snapshot of the superlattice structure with a period of 8 unit cells
(21.5 Å) is shown in the inset. As observed for the spherical inclu-
sion composites, superlattice structures are also observed to exhibit
high loss moduli at intermediate frequencies. Interestingly, we
observe two pronounced peaks in the loss moduli for all sizes. We
denote these as the “high-frequency” and “low-frequency” peaks
just based on the frequency position. Two trends are clearly evident
with respect to this characteristic damping. Firstly, as the super-
lattice period decreases, the low-frequency peak intensity de-
creases and the high-frequency peak increases. For the smallest
structure (with a period of 4 unit cells), the low-frequency peak
appears as a mere shoulder. This clearly shows that the low-
frequency peak originates from the layering in superlattice, which
disappears as the superlattice period diminishes (becomes more
homogeneous). We suppose this is because of greater strains un-
dergone by the soft phase when the superlattice period increases.

Secondly, one can observe the characteristic size-dependence
for damping, in that larger sizes shift the damping frequencies to
lower values. We observe that both the high- and low-frequency
peaks show this behavior. Fig. 7 (b) shows the variation of these
two peak frequencies as a function of inverse superlattice width.
We observe that the high-frequency peak has a slope of 3533.8 m/s,
which is about 1.4 times larger than that for the low-frequency
phases, for various widths of the superlattice spacing. (b) Variation of the two peak loss
perlattice width.
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peak. It is possible that the two peaks relate to longitudinal and
transverse vibrational modes characterized by the difference in
speed of sound.

4. Conclusions

Using non-equilibrium molecular dynamics shear simulations,
we demonstrate high viscoelastic damping (manifested as large
loss modulus, G

00
) in model crystalline composites with spherical

inclusion of a stiff phase embedded in a softer matrix. These high
losses are realized only for intermediate volume fractions (f) of the
stiff phase (0.2 < fstiff < 0.6) and at intermediate shear frequencies
(0.3 < f < 1.5 THz) which are seen to overlap with the range of
system frequencies present. In summary, we find that:

1. Viscoelastic damping has a strong dependence on the micro-
structure of the composite with homogeneous phases (purely
soft or purely stiff), exhibiting negligibly small loss moduli and
intermediate volume fractions of the stiff phase exhibiting up to
25 times larger loss moduli than the homogeneous soft phase.

2. Viscoelastic damping in composites exhibits a strong shear
frequency dependence. At intermediate shear frequencies, the
loss modulus can increase by about two orders of magnitude.
Closely associated with this frequency-dependence is the size-
dependence of loss moduli. We observe that for a fixed vol-
ume fraction of the stiff phase, larger simulation cell lengths
result in a linear reduction of frequency at which the peak loss
modulus occurs.

3. We attribute the large loss moduli in composites to selectively
large deformation of the soft phase. At intermediate volume
fractions of the stiff phase, we observe confinement of large
shear strains in the soft phase, resulting in mode-dependent
Grüneisen parameters that are 2e3 times larger than for ho-
mogenous soft and stiff phases respectively. The loss moduli can
be up to 20 times larger than analytical upper bounds predicted
by the variational theory of Hashin and Shtrikman.

4. We also observe high viscoelastic losses in model superlattice
structures comprising of soft and stiff crystalline components
that are dependent on the shear frequency and the superlattice
width. In particular, we observe two peaks in the loss moduli
during frequency-sweep simulations, with the low-frequency
peak corresponding to the superlattice feature that diminishes
as the superlattice width decreases (becomes more
homogenous).

Appendix A. Supplementary data

Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.compositesb.2016.03.037.
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